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CE 311S

More on Discrete RVs



CUMULATIVE
DISTRIBUTION FUNCTION



The cumulative distribution function FX (x) of a random variable is the
probability that X is less than or equal to x ,

FX (x) = P(X ≤ x)

Remember that X is a labeling of outcomes; so, for example, FX (5) is the
probability that the outcome which actually occurs is no more than 5.

More on Discrete RVs Cumulative distribution function



Example

For a family with two children, the PMF for the number of girls was given
by

x PX (x)

0 1/4
1 1/2
2 1/4
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Example

To find the CDF, “add up” the values in the PMF column:

x PX (x) FX (x)

0 1/4 1/4
1 1/2 3/4
2 1/4 1
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Example

I flip a coin three times. Let Y equal 1 if at least two of these flips are
heads, and 0 otherwise.

y PY (y) FY (y)

0 1/2 1/2
1 1/2 1

Notice that the values in the CDF column are never decreasing, and that
for the greatest value the random variable the CDF equals one.
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Example

I flip a coin until it comes up heads. Let Z equal the number of flips
before I stop (including the last one).

z PZ (z) FZ (z)

1 1/2 1/2
2 1/4 3/4
3 1/8 7/8
4 1/16 15/16
5 1/32 31/32
...

...

The values in the CDF column are still increasing; in this case there are an
infinite number of values, so it never equals one; but as z →∞, FZ (z)→ 1.
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We can define the CDF for values in between those the random variable
can take.

x PX (x) FX (x)

0 1/4 1/4
1 1/2 3/4
2 1/4 1

FX (1.5) = P(X ≤ 1.5) = 3/4

FX (0.5) = P(X ≤ 0.5) = 1/4

FX (−5) = P(X ≤ −5) = 0

FX (10) = P(X ≤ 10) = 1
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The PMF can be plotted by showing the probability of each possible value
for the random variable. The CDF can be plotted as horizontal lines which
“jump” at each possible value for the random variable.

(Figures from the Pishro-Nik text.)
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If we have the CDF, we can compute probabilities without having to sum
up each of the possible outcomes.

In the infinite coin-flipping example, FZ (z) = 1− 1/2z whenever z is a
positive integer. What is the probability that I flip the coin at least 5
times, but no more than 15 times?

“At least 5, but no more than 15” means 5, 6, 7, . . . , 13, 14, 15. (Pay
attention to whether endpoints are included or not: “more than five” vs.
“at least 5,” “no more than 15” vs. “less than 15.”)

I can write this statement in multiple ways:
P(5 ≤ Z ≤ 15) = P(4 < Z ≤ 15) = P(4 < Z < 16), etc.
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If I write it in the form P(4 < Z ≤ 15), then this is just FZ (15)− FZ (4).
Why?

FZ (15) gives me the probability of seeing 1, 2, . . . , 14, 15.

FZ (4) gives the probability of seeing 1, 2, 3, or 4.

Subtracting these, what is left is the probability of 5, 6, 7, . . . , 14, 15 which
is the goal.

P(5 ≤ Z ≤ 15) = FZ (15)− FZ (4) = (1− 1/215)− (1− 1/24) ≈ 0.0625.
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EXPECTED VALUE



In the first week of class, we developed descriptive statistics for data sets.
(Why?)

We want to do the same for random variables.
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Consider families with two children. Let X be the number of girls. X has a
value for each of the four outcomes.

Outcome X

BB 0
BG 1
GB 1
GG 2

What would a measure of location or measure of variability mean for
the random variable X?
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Imagine that we repeat this experiment many, many times, and record the
value of X for each.

BB → BG → GG → BB → GB → · · ·
↓ ↓ ↓ ↓ ↓
0 → 1 → 2 → 0 → 1 → · · ·

We can calculate the sample mean (and other descriptive statistics) from
these values of X .

More on Discrete RVs Expected value



In the long run, we expect to see X = 0 for 25% of the sample values,
X = 1 for 50% of them, and X = 2 for 25% of them. So the sample mean
becomes a weighted average of the possible values of X , with weights
according to the probability mass function.

Outcome X

BB 0
BG 1
GB 1
GG 2

Mean of X is
0.25× 0 + 0.50× 1 + 0.25× 2

0.25 + 0.50 + 0.25
= 1. This is also called the

expected value.
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Because the denominator is the sum of the probabilities (which will always
equal 1), the expected value can be written as

E [X ] = µX =
∑
x∈R

x · PX (x)

where R is the set of all of the possible values X can take.
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For example, we could have calculated the expected number of girls in a
two-child family as follows:

x PX (x) x · PX (x)

0 0.25 0
1 0.50 0.50
2 0.25 0.50

1 1
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Example: Here are the current odds for the Lotto Texas game.

Winnings Odds

$3 1 in 75
$50 1 in 1526

$2000 1 in 89,678
$21,000,000 1 in 25,827,165

What is the expected winnings from a single ticket? If each ticket costs
$1, is it a good idea to play this game?
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Write each possible outcome, the probability of occurrence, multiply and
add.

3 1/75 0.040
50 1/1526 0.033

2000 1/89678 0.022
21× 106 1/25827165 0.813

0 0.986 0

1 0.908

For a $1 ticket, on average you will only get 90.8¢ back.

Furthermore, excluding the very rare possibility of a jackpot, you will get
less than 10¢ back for your dollar.
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We can also calculate expected values of functions as well.

Assume that the temperature in Austin is either 95°F (with 10%
probability), 90°F (with 20% probability), 80°F (with 30% probability),
and 70 F (with 40% probability). What is the expected temperature in °F
and °C?

If C is the temperature in Celsius and F is the temperature in
Fahrenheit, C = 5/9(F − 32).

f Probability f · PF (f ) c(f ) ≡ 5/9(f − 32) c(f ) · PC (c)
95 0.1 9.50 35 3.50
90 0.2 18.0 32.2 6.44
80 0.3 24.0 26.7 8.00
70 0.4 28.0 21.1 8.44

1 79.5 26.4

(In general E [g(X )] =
∑

xk∈RX
g(xk)PX (xk))
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We can also calculate expected values of functions as well.

Assume that the temperature in Austin is either 95°F (with 10%
probability), 90°F (with 20% probability), 80°F (with 30% probability),
and 70 F (with 40% probability). What is the expected temperature in °F
and °C? If C is the temperature in Celsius and F is the temperature in
Fahrenheit, C = 5/9(F − 32).

f Probability f · PF (f ) c(f ) ≡ 5/9(f − 32) c(f ) · PC (c)
95 0.1 9.50 35 3.50
90 0.2 18.0 32.2 6.44
80 0.3 24.0 26.7 8.00
70 0.4 28.0 21.1 8.44

1 79.5 26.4

(In general E [g(X )] =
∑

xk∈RX
g(xk)PX (xk))
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f Probability f · PF (f ) c(f ) ≡ 5/9(f − 32) c(f ) · PC (c)
95 0.1 9.50 35 3.50
90 0.2 18.0 32.2 6.44
80 0.3 24.0 26.7 8.00
70 0.4 28.0 21.1 8.44

1 79.5 26.4

In this example, we could have just taken the expected temperature in
Fahrenheit and converted to Celsius. This won’t always work.
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When I go to Double Daves, half of the time I eat a 12-inch medium
pizza, and the other half of the time I eat the 18-inch Big Dave pizza.
What is the expected diameter of my pizza?

If the number of calories C is related to the diameter of the pizza D by
C = 19D2, what is the expected number of calories I consume each time I
go to Double Dave’s?

E [D] = 15 and E [C ] = 4446 6= 19× 152 = 4275.
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The only time that E [g(X )] = g(E [X ]) reliably is when g is a linear
function of X . In particular,

E [aX + b] = a · E [X ] + b for any values of a and b

Why?
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For a nonlinear function, we have to first compute g(x) for every possible
value, then compute

∑
g(x)P(x). This is called the law of the

unconscious statistician (LOTUS):

E [g(X )] =
∑

xk∈RX

g(xk)PX (xk)

(The same formula works for linear functions too; but you can use the
distributive property to manipulate the sum to get aE [X ] + b = g(E [X ])
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Consider this carnival game: a fair coin is tossed repeatedly until tails
appears. The pot starts at one dollar and is doubled each time heads
appears. Whenever tails appears, you win the entire pot.

How much would you pay to play this game?

What are your expected winnings?

Expected value does not always exist!

There must be more to the story than expected value alone...
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VARIANCE



What can we do about an equivalent for variance and
standard deviation?

BB → BG → GG → BB → GB → · · ·
↓ ↓ ↓ ↓ ↓
0 → 1 → 2 → 0 → 1 → · · ·

Do the same as with the mean (expected value). If we were to run the
experiment many times, what would be the sample variance and sample
standard deviation?
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Remember, the formula for sample variance was s2 =

∑
(xi − x)2

n − 1
. Why

did we have n − 1 in the denominator?

1 We only had access to a sample, not the true (population)
distribution, n − 1 corrected for this. Here we have the true
distribution.

2 In any case, when n is large, the difference between dividing by n or
n − 1 is small.

With n in the denominator, s2 was simply the average value of (x − x)2.
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So, for random variables, we define the variance and standard deviation as
follows:

Variance: V [X ] = σ2X = E [(X − µX )2] =
∑

xk∈RX
(xk − µX )2PX (xk)

Standard deviation: σX =
√
V [X ]
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Example

What is the variance and standard deviation of the number of boys in a
two-child family (remember µX = 1)?

x PX (x) (x − µX )2 (x − µX )2PX (x)

0 0.25 1 0.25
1 0.50 0 0
2 0.25 1 0.25

1 0.5

So V [X ] = 0.5 and σX =
√

0.5 = 0.71.

More on Discrete RVs Variance



VARIANCE SHORTCUTS
AND FORMULAE



We can compute V [X ] more simply using

V [X ] = E
[
X 2
]
− (E [X ])2

Why?
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Example

What is the variance and standard deviation of the number of boys in a
two-child family?

x PX (x) x2 x2PX (x)

0 0.25 0 0
1 0.50 1 0.50
2 0.25 4 1.00

1 1.5

So E [X ]2 = 1.5 and V [X ] = E [X ]2 − (E [X ])2 = 1.5− 12 = 0.5
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The variance of a linear function can be calculated as follows:

V [aX + b] = a2 · V [X ] for any values of a and b

Why?
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EXPECTED VALUE AND
VARIANCE FOR SPECIAL

DISCRETE RANDOM
VARIABLES



For any binomial random variable

E [X ] = np and V [X ] = np(1− p)

So, if you know X is a binomial random variable, you don’t have to
calculate a complicated sum; just use these formulas.
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Example

I flip a coin 50 times; the expected number of heads is 50(1/2) = 25
and the variance is 50(1/2)(1/2) = 12.5

The probability of winning is 0.4; if I play 10 times, I expect to win
10(0.4) = 4 times and the variance is 10(0.4)(0.6) = 2.4.

A family has 4 children; the expected number of boys is 4(1/2) = 2
and the variance is 4(1/2)(1/2) = 1.
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For any hypergeometric random variable X , the expected value and
variance are:

E [X ] =
kb

b + r

V [X ] = k
b

b + r

r

b + r

b + r − k

b + r − 1

(Is this similar to the formulas for the binomial distribution when the
population is large?)
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For any negative binomial random variable, we have

E [X ] =
m

p

V [X ] =
m(1− p)

p2
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For any Poisson random variable X with an average rate of occurrence λ
we have

E [X ] = λ

V [X ] = λ
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SOME EXAMPLES



Example

Pennies minted before 1982 are mostly made of copper (after 1982, they
are almost entirely zinc). Copper prices have risen to the point that a
pre-1982 penny is actually worth 2.5 cents if melted down. Some people
actually spend their time sifting pennies to find pre-1982 ones (roughly
25% of pennies in circulation).

On average, how many pennies will I look at before I earn a $15 profit
from this activity?
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I earn 1.5 cents profit on each pre-1982 penny I see.

To make $15 profit, I need to find 1000 pre-1982 pennies.

Let X be the number of post-1982 pennies I see first. X is negative
binomial with m = 1000, p = 1/4

So E [X ] = 1000/(1/4) = 4000

More on Discrete RVs Some examples



Assume that the number of students who stop by my office hours is a
Poisson random variable with λ = 2. What is the probability that no
students stop by my office hours? The probability that between 3 and 5
students stop by? What is the standard deviation of the number of
students who stop by?

P(X = 0) =
e−220

0!
= 0.135

P(X = 3) + P(X = 4) + P(X = 5) =
e−223

3!
+

e−224

4!
+

e−250

5!
= 0.307

√
V [X ] =

√
2 = 1.414
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The number of callers to a technical support line is a Poisson random
variable. On average, there are 2 calls per hour. What is the standard
deviation of the number of calls in an eight-hour shift? What is the
probability that there will be at least 2 calls during an eight-hour shift?

For the eight-hour shift, the average number of occurrences is 16, so
λ = 16.

√
V [X ] =

√
16 = 4

P(X ≥ 2) = 1−P(X = 0)−P(X = 1) = 1−e−16160

0!
+
e−16161

1!
= 0.999998
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For next time...

I enter a casino playing a game with even odds (50% chance of winning). I
adopt the following strategy: start by betting $1. If I win, stop playing. If
I lose, double my bet to $2 and play again. Repeat until I win, and walk
away $1 richer.

Does this work?

First try to think about the problem intuitively. Then define random
variables, calculate expected values and variances, and either confirm or
revise your intuition.
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